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Abstract— Hundreds of billions of small screws are assem-
bled in consumer electronics industry every year, yet reliably
automating the screwdriving process remains one of the most
challenging tasks. Two barriers to further adoption of robotic
threaded fastening systems are system cost and technical
challenges, especially for small screws. An affordable intelligent
screwdriving system that can support online stage and result
classification is the first step to bridge the gap. To this end,
starting from a state transition graph of screwdriving processes
and a labeled screwdriving dataset (1862 runs of M1.4 screws)
on multiple sensor signals, we develop classification algorithms
and perform sensor reduction. Fast and accurate result classi-
fiers are developed using linear discriminant analysis, while a
wrapper method for feature subset selection is used to identify
the optimal feature subset and corresponding sensor signals to
reduce cost. A stage classifier based on decision tree is developed
using the optimal sensor subset. The stage classifier achieves
high accuracy in realtime prediction of various stages when
augmented with the state transition graph.

I. INTRODUCTION

Threaded fastening is one of the most commonly used
methods in industrial assembly [1]. Around 1/4 to 1/3
of typical assembly operations can be classified as bolt
and nut insertions [2] [3] [4]. Unfortunately, screwdriving
remains one of the most difficult tasks to automate, despite
substantial research in this field. One reason might be due
to our incomplete understanding of the underlying process,
particularly the initial mating step [S]. Our survey paper [1]
summaries various open problems and barriers that confront
automated screwdriving systems. Four major improvements
need to be made: (1) fast and reliable ways to feed screws
with smaller length-to-diameter aspect ratios; (2) strategies
for fast and reliable initial thread mating and early fault
detection; (3) interactions of multiple objects (screw, driver
bit, vaccum adapter, and target); (4) online failure prediction
and fault recovery algorithms.

Automated screwdriving becomes even more challenging
when it comes to the consumer electronics industry (e.g.,
laptops, tablets, and smartphones), where hundreds of bil-
lions of small screws (< #4 or < M3) are assembled every
year [6]. In fact, it is one of the most challenging operations
that prevent manufacturing enterprises from further adopting
automated robotic systems [6]. Many errors can occur during
screwdriving. Even a very small fraction of assembly failures
can cause serious consequences. For example, a loose screw
can damage the battery inside a laptop, causing overheat-
ing and posing a fire hazard [7]. Small screws introduce
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additional challenges and design considerations [8] [1]: (1)
tighter tolerances for screw feeding and acquisition; (2)
higher positioning accuracy and improved locating strategies
for misalignment correction; (3) accurate and affordable
screwdrivers with online fault prediction and recovery

Automated screw fastening involves multiple steps, often
including screw feeding and acquisition, alignment, screw-
driving, and post-fastening steps [1]. Comprehensive reviews
of threaded fastening, including theoretical fundamentals,
tools, control strategies, failure detection and industrial ap-
plications, can be found in [9], [10], and [1]. Among various
steps, most works focus on the screwdriving process, where
a properly acquired screw is driven into the target hole. One
way to understand the screwdriving process is by plotting
applied torque against the total rotation angle to produce
the torque-angle curve [1]. This curve has been used for
ISO rotary tool evaluation standards [11], control strategies,
and failure detection [12]. The screwdriving process can
be further divided into three major sub-steps: initial thread
mating, rundown, and tightening with some variations or
extra steps for self-tapping screws [1].

While most of the literature focuses on big screws (see
Section II), this paper focuses on the miniature screwdriving
process. Besides aforementioned technical challenges and
reliability issues, one factor that prevents further adoptions of
automated screwdriving systems is cost, as will be discussed
in Section II. Hence, one goal of this paper is to select proper
sensor signals to produce affordable intelligent screwdrivers
that can be deployed to the actual assembly line for consumer
electronics products. The screwdriver should perform both
online result (see Section IV) and stage (see Section V)
classifications, the very foundations to build fault prediction
and recovery system for reliable screwdriving [12].

To summarize, our contributions are:

o A systematic way to identify optimal sensor readings to
produce low-cost intelligent screwdriving system.

« Fast algorithms for online stage and result classifications
for threaded fastening. To our knowledge, this is the first
attempt for screwdriving stage classification.

o Compared with the literature, our evaluations are per-
formed on a much larger screwdriving dataset with rich
result and stage information.

II. RELATED WORK

One can refer to our survey paper [1] for a complete review
of automated threaded fastening. In the following, we briefly
describe some work that are directly related to this paper.
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A. Sensor Selection for Screwdriving Systems

In previous screwdriving literature, the sensor selection
and control strategies are mainly empirical, i.e., based on
years of engineering practice and expert experiences. For ex-
ample, many COTS (commercial off-the-shelf) screwdrivers
[13] are equipped with sensors to measure or estimate the
fastening torque and rotational angle, because these two pa-
rameters can provide valuable information for screwdriving,
especially for fault detection. Many control strategies also
involve in monitoring the torque and/or angle information.
These strategies can be divided into three broad categories:
torque-only control, torque-angle monitoring and control,
and forque-rate control [10] [1].

However, one problem associated with these COTS sys-
tems is that their sensor signals (torque and angle) may not
be rich enough for controls and fault detection in robotic
screwdriving. For example, robust detection of initial mating
is critical for torque-angle control because it triggers the
clamping angle count — an important parameter for qual-
ity control. Many high-end COTS screwdrivers (e.g., [13])
compare the driving torque against user-specified threshold
to detect the initial engagement. However, as shown in Fig.2,
the driving torque (77) is not a robust feature because it
is almost constant during initial mating. In comparison,
the insertion force (F;) might be a much better candidate.
Another limitation is that fault detection algorithms based on
torque-angle signals alone cannot detect less-common failure
modes, as shown in [12] [14].

There are some robotic screwdriving systems that can
provide richer sensor readings. In [15], the insertion force
(F,) can be calculated by measuring the spring displacement.
In [16] and [12], 6-axis force/torque (F/T) sensors are used to
provide much richer information, at the expense of significant
increase in system cost. In fact, besides reliability issues, cost
(especially the sensor cost) is another factor that prevents
further adoption of robotic screwdriving. For example, high-
end screwdrivers [13] can cost more than $10,000, because
a typical 6-axis F/T sensor [17] cost around $7,000 or even
more. In this paper, starting from a much richer dataset, we
follow a systematic feature reduction approach to identify the
optimal subset of sensors for both online stage and result
classifications (the building blocks for fault prediction and
recovery system) to minimize system cost.

B. Fault Detection and Quality Monitoring

Reliable fault detection and error recovery are required
by autonomous screwdriving, because even well-engineering
systems can be tripped up by factors like part tolerance is-
sues, bad material, and tool wear. One of the most commonly
used method is the feaching method, in which faults typically
show up as major deviations from the correct torque-angle
fastening signature curve. To overcome the inflexibility and
generality issues of the feaching method, fault diagnosis
methods based on artificial intelligence, soft computing,
model-based fault detection, and fuzzy systems have also
been developed [1]. For example, artifical neural networks
(ANNs) and support vector machines (SVMs) have been

Screwdriving
robot (6 -dof)

Track the screwdriver
for camera focusing

‘ To robot
fla nge

Z-axis
| compliance

Threaded plate
(w/ 100 holes)

High-speed camera
(210£ps, w/ macro lens)

/
‘ F/T robot frame

Fig. 1. Screwdriving experiment setup and the instrumented screwdriver.

investigated in [16]. Most methods mentioned above can
achieve around 90% or better accuracy in detecting different
failure modes. However, many things need to be improved
before deploying to the actual assembly line.

Fault detection alone cannot satisfy the stringent require-
ments for high-volume production [1] in consumer elec-
tronics industry. To improve the overall success rate, fault
prediction and recovery algorithms that can detect preceding
failures earlier and take proper correcting actions upon
predicted failure types are desired for future assembly lines
[1] [12]; unfortunately, they are still missing in the literature.
Our stage classification algorithm developed in Section V is
the first step to bridge the gap.

III. DATA COLLECTION AND ANALYSIS

Fig. 1 shows the robotic screwdriving system we build
for data collection. An instrumented screwdriver is installed
on a 6-dof industrial robot to perform the following oper-
ations repetitively: picking up screws (M1.4 x 4 Phillips-
head screws for cellphones) from the feeder (shaker tray)
using vacuum suction, moving towards the threaded plate,
aligning with the precalibrated target, and inserting screws
into the target holes. Each run terminates when either the
motor current or motor angle reaches a specified threshold.
The system then proceeds to the next run. Another robot
holds a high-speed camera with manual-focusing macro lens
to record the operation.

A 6-axis force/torque (F/T) sensor (model: ATI mini-40,
calibration: SI-20-1) is integrated into the screwdriver. The
robot frame of the F/T sensor is connected to the robot
flange through a linear compliance unit, while other parts of
the screwdriver, including the motor, vacuum head, and the
driver-bit, are essentially connected to the F/T tool frame.
Compared with the wrist-mount F/T design in [16], our
“floating structure” design is more suitable for miniature
screwdriving because the F/T sensor is much closer to the
screw and thus can provide more accurate data. Detailed
descriptions and discussions of our data collection system
and experiment procedures can be found in [12] [14].

n [12], we collected a total of 1862 screwdrving runs,
each of which consists of 6-axis force and torque (see Fig. 2),
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Fig. 2. The 6-axis force and torque signatures of (a) successful case with
hole finding stage and (b) an unsuccessful (crossthread) case.

motor current and speed, and video data (see Fig. 3), all
sampled at 100 Hz. After data analysis, we empirically came
up with a list of stages (through which the screwdriving
operation progresses) and result classes, as shown in Fig. 3.
A complete description of the stages and result classes can
be found in [12]. Our dataset has also been hand-labeled with
corresponding stage (see Fig. 2) and result information for
each run, forming the largest screwdrving dataset we know
of [12]. All of our subsequent work is performed on this
dataset.

Our result classes contain outcomes common in the litera-
ture and less-studied cases, such as those related to stripped
screws. The stages shown in Fig. 3, though, represent the first
division of screwdriving into stages, to our knowledge. As
discussed in [12], “the stages provide a deeper understanding
of the underlying operation, which can be applied to identify
process failures that would be missed through simple result
classification.” For example, the hole finding stage, defined
as “screw has touched plate but not yet fallen into hole” [12],
might damage crucial parts (e.g., PCB boards) in electronics
products. But this stage cannot be detected by a result
classifier. On the other hand, a complete list of stages that the
operation passes is sufficient to predict the result. Moreover,
as explained in [12], it is possible to build a failure prediction
and recovery system based on the stage information, thereby
improving the overall performance of the assembly line.

IV. RESULT TYPE CLASSIFICATIONS

Classification of the result types is important to fully au-
tomated screwdriving system [16]. This helps to identify the
cause of failures. And based on correct predictions, proper
control/recovery strategies can be developed to improve
the performance. Meanwhile, we should choose affordable
sensors instead of expensive ones (e.g., 6-axis F/T sensor)
to develop low-cost systems that can be deployed to the
assembly line.

To this end, fast and accurate result classification is per-
formed by linear discriminant analysis (LDA) model [18] in
Section IV-B. A wrapper method for feature subset selection

[19] is used to reduce the number of required features
and sensor signals in Section IV-C. Finally, reduced feature
subsets (see Table I and Table II) from less sensor signals are
selected to produce a highly accurate yet affordable robotic
screwdriving system.

A. Preprocessing of Time Series Data

In Section III, we collected and labeled multivariate time
series data. In this paper, data from force-torque sensor and
motor is used for classification. The video data (see Fig. 3)
only serves as the ground truth. In our dataset, the time length
of data varies among different runs. Classifying them can be
tricky and computationally expensive [20], thus we use some
global statistic characteristics of the captured data as features
to perform result classification.

For each screwdriving run, 85 global features are extracted
from the whole length of time series data from full sensor
signals (8 channels in total). The angle feature (0) is provided
by the last motor encoder reading, which is commonly used
in industry as an important criterion for failure detection, as
discussed in Section II-B. The other 84 features are based on
signals from the 6-axis F/T sensor and motor current, i.e., 7
channels in total. For each channel, 12 statistic features are
extracted, including the range, mean and standard deviation
of the following time series data: the original data, its first
order differences (A), its second order differences (A2), and
its successive ratio (Add). Finally, each feature is normalized
to have a standard normal distribution.

B. Linear Discriminant Analysis for Result Classification

Given 1862 labeled samples and 85 normalized features,
a multi-class linear discriminant analysis (LDA) model is
applied to predict the result classes shown in Fig. 3. The
classification result is also used as a benchmark for the sensor
reduction work described in Section I'V-C.

Multi-class LDA is a simple but powerful classification
algorithm that can be used to separate multiple classes. The
LDA has the advantages of giving linear decision boundaries
and requiring less computations. In this method, a set of
observation x is classified as the class § that has the largest
posterior probability P(Y = y|X = x) among all K classes.
By Bayes’ theorem, this can be written as

$=argmaxP(X =x|Y =y)P(Y =)
K

where P(X = x|Y =y) is probability density function of x
and P(Y =y) is prior probability of class y. For density
functions of all the classes, LDA assumes that they are
normally distributed with the same covariance X but different
means Ui,...,HUg, Where UUi,...,Ug, and ¥ can be directly
estimated from the training data. By maxmizing the posterior
probability, a linear decision boundary can be found for each
pair of the classes.

Wit 85 global features, this multi-class LDA method
achieves an average classificaton accuracy of 98.93% in 10-
fold cross-validation. In comparison, our previous GTC-DF
model [12] (Graph of Temporal Constraint Decision Forest)
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Fig. 4. Confusion matrix for the LDA model trained with 85 features.

trained on the same dataset with 144 features achieves a
99.03% accuracy. But this LDA model is much simpler than
the GTC model. The confusion matrix of the LDA model
is shown in Fig. 4. We see that the LDA method achieves
high accuracy in predicting success, no screw, crossthread,
and stripped result classes. However, it performance is not
ideal for the other result classes. For stripped no engage
and partial, the reason is that we have very few runs from
these classes. For the no hole found class, there are several
types of signals that are quite similar to those of the other
classes, as shown in Fig. 5 and Fig. 6. The overall trends are
similar, while there exist local differences such as different
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Fig. 5. Similar F/T signals might cause a misclassification between a no
hole found run and a stripped no engage run.

oscillation periods. Since the result classifiers are trained
with global features, some meaningful local characteristics
might be ignored. To improve the performance, more data
for the rare failure types and better understanding of no hole
found are required.

The results in this part can serve as the baseline for
developing more complex algorithm. Note that other clas-
sical machine learning methods are also applicable for the
result classification in this paper, such as logistic regression,
quadratic discriminant analysis and SVMs. All these clas-
sifiers yield similar results, except that the accuracy of the
LDA is slightly better.

C. Sensor Reduction through Feature Selection

In this part, sensor reduction for more economical screw-
driving system is achieved by feature reduction. We follow
a standard feature selection approach to reduce the number
of required features and sensor signals. Feature selection
requires a search algorithm to select candidate feature subsets
and an objective function to evaluate these candidates [21].
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In our study, the sequential backward selection (SBS) [19]
is chosen as the search algorithm. Starting from the full
feature set, SBS sequentially removes the feature that least
reduces the value of the objective function. SBS provides
a systematic way to sort the original features according to
their importance. Note that alternatives such as bidirectional
search might give better results; SBS is chosen here due to
its simplicity. For subset evaluation, we use the wrapper ap-
proach. In the wrapper approach, a feature subset is evaluated
by the performance of the chosen learning algorithm. In this
paper, for a given feature subset, a multi-class LDA model
is trained as in IV-B. Based on the LDA model, the average
10-fold cross-validation accuracy is used as the criterion
for evaluation. The overall feature reduction algorithm is as
follows:

1) Start with the full feature set Xo = {x1,x2,...,xn5}-
2) For every feature x; € X, train a LDA model on X; —
{xi}.

3) Remove the feature £ = argmaxJ(X; — {x}), where J is

the 10-fold classification ac)(c:uracy.

4) Update the feature set as Xz = X — {£}.

5) Goto step 2 and repeat until meeting a certain stop
condition (the accuracy and the number of remaining
features meet user-specified requirements).

This algorithm helps to determine the optimal feature
subset and provides a sensor selection guideline to reduce
cost for the final implementation. In addition, fewer features
result in reduced complexity and faster algorithm.

To show the whole picture, we set the stopping condition
to be k =N —1, i.e., only one feature is left in the final
subset. Fig. 7 shows the 10-fold cross-validation accuracy
of result classification for each optimal subset. The curve is
non-monotonic; the accuracy initially increases when some
features are removed and drops significantly when very few
features are left. Fig. 8 shows the variation of the optimal
feature set (grouped according to the sensor signals) during
the reduction process. We see that most features from F, and
Fy are removed at the first few steps, while features from M.,
F, and T can still achieve quite good accuracy when most
features from other signals are removed. The angle feature 6
remains during the entire reduction process (not shown in the
figure); this explains the importance of angle measurement.

This feature selection process indicates that, instead of
using all the signals, accurate result type classification can
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be achieved with only four signals: M., F,, T,, and 0 (angle).
Note that we do not need both M, and 7. In fact, we can
further reduce the required sensor signals and cost based on
the gear ratio. For low gear ratios (5.8:1 in our system), M,
is almost proportional to 7, thus we can select M, (motor
current) because it costs less to measure. For high gear ratios,
it is necessary to measure 7, because the fastening torque
cannot be estimated from M, due to high gear loss.

For our system, we can remove T, and reduce the signals
to {M,, F,, 0}. To evaluate the performance, we train two
LDA classifiers on the selected signals with and without 7;.
We obtain an optimal feature subset consisting of 20 features
for {T;, M., F,, 6} signals and 18 features for {M,, F,,
0} signals, as shown in Table I and Table II, respectively.
As shown in Fig. 9, even with fewer sensor signals and
features, both classifiers achieve very high accuracy (99.03%
and 98.66%, respectively). Their performance is quite similar
to the baseline case shown in Fig. 4, where 85 global features
are used. Compared with the baseline, the reduced LDA
models perform better in predicting the partial and stripped
no engage classes; they perform slightly worse for the no
hole found class.

We see that a linear classifier based on reduced sensor
signals can successfully predict the results of screwdriving
tasks with very high accuracy. This method can be viewed as
an extension of current industrial method, which only uses
the maximum torque and angle to predict success or failure.

V. STAGE CLASSIFICATIONS

As discussed in Section III, identifying stages in screw-
driving tasks is the first step towards building online failure
prediction and recovery for advanced robotic screwdriving
system. This is particular important for large-volume pro-
ductions in consumer electronics industry [1]. In this section,
we train decision tree models [22] to discriminate different
stages during screwdriving process. The reason of using
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1.success; 2.no screw; 3.no hole found; 4.crossthread, 5.stripped; 6.stripped
no engage; and 7.partial.

TABLE I
OPTIMAL FEATURES FOR {7}, M., F;, 8} SIGNALS

Order Feature Order Feature Order Feature
1 T, std 8 AT, std 15 AT, std
2 AF; std 9 M, std 16 T. range
3 A’F, range 10 A’F, std 17 AF; mean
4 F, mean 11 F. range 18 A’M,. mean
5 F; std 12 A’M, range 19 A’T, mean
6 AT, mean 13 M, range 20 T. mean
7 0 14 A’M, std

decision tree models is that they give the best results over all
the models we have tested (such as SVM, LR and LSTM, see
Section V-B). The stage classifiers are trained respectively
on the full signal set and the reduced subset {M.,F;,T,},
the latter is selected based on the sensor reduction result
in Section IV. It is shown that the stage classification still
achieves high accuracy with reduced sensor signals.

A. Stage Data Extraction

Labeled stage samples are extracted at the rate of 10
Hz from the original time series data (sampled at 100
Hz). This means that our stage prediction algorithm makes
prediction every 0.1s. This is a reasonable value given that
our screwdriver is operated at a very low speed; a typical run
might take 10 ~ 18s (see Fig. 2). With a shift of 0.01s for
0.1s windows, a total of 1866238 stage samples are extracted.
Each sample is represented as a vector of length 10x N from
N signals. For stage classifier trained on all the signals, the
length of each sample is 80, while for stage classifier trained
on the subset {M,,F,, T}, the length of each sample is 30.

B. Decision Tree

We shuffle the dataset and split it into the training set
(80%) and the test set (209%). Decision trees are trained to
predict realtime stages [23]: one is trained on the full sensor
set; the other is trained on reduced sensor set {M,,F;,T;}.
The classifier using all signals provides a benchmark to the
classifier using only three signals {M,,F;,T.}.

Table III compares these two decision trees. The corre-
sponding confusion matrices are shown in Fig. 10 and Fig.
11, respectively. It can be seen that the reduced sensor set
achieves slightly higher accuracy compared to the full sensor

Order Feature Order Feature Order Feature
1 F; std 7 A’F, range 13 AF; range
2 A’M, range 8 F; range 14 AF. mean
3 F, mean 9 AM, range 15 AddM, std
4 A?F, std 10 A2M, std 16 AddM, range
5 AF; std 11 0 17 AM, mean
6 M, mean 11 M, range 18 AddM, mean
TABLE III
COMPARISON OF TWO DECISION TREES
Signals Nodes | Training Accuracy | Test Accuracy
8 26983 99.55% 97.55%
3 74911 98.79% 97.78%

set. This result suggests that three signals ({M,,F;,T;}) are
good enough for the screwdriving stage classification. This
table also shows that the decision tree models work well
for all stage types, including those with fewer samples. For
example, the testing accuracy for stripped engaging and
stripped tightening are 93.1% and 93.0% respectively, even
though their total percentage are less than 1%.

We trained other models, including SVM, logistic regres-
sion (LR) and Recurrent Neural Network using the Long
Short Term Memory (LSTM). The SVM and LR both yield a
less than 91% accuracy with nearly zero accuracy on the four
stages (screw fallen, stripped engaging, stripped rundown,
and stripped tightening) with fewer data. The performance of
the LSTM model is slightly better (96.51%), but still cannot
beat the decision tree; moreover, the training is significantly
more computationally intensive.

Our stage classifier not only reveals the underlying process
of the ongoing tasks, but also helps improving the robustness
and end-user experience. First, our classifier can improve
the performance of the result classifier. As mentioned in I'V-
B, our result classifier has lower accuracy at distinguish-
ing no hole found against stripped or stripped no engage.
However, this problem can be easily solved when combined
with the stage classifier. Moreover, similar to the GTC-DF
model in [14], our models are also easy to interpret due
to the decision tree structure. After simplification, we can
provide interpretable logical statement interface to the end
users. Meanwhile, the probability of each stage class can be
obtained at each terminal node, which can help human to
monitor the screwdriving process.

C. Realtime Stage Prediction using Decision Tree

Using the 3-signal ({M,,F;,T.}) decision tree in Section
V-B, realtime stage prediction can be performed with fast
speed. On a 4-core i7-6560 2.20GHz computer with 8GB
memory, prediction for each 3-signal stage sample takes
10.1ms in average, even though our MATLAB code has not
been optimized for speed yet. Prediction for each 8-signal
stage sample takes 4.1ms in average, due to reduced model
size, as shown in Table III.

The realtime prediction results for typical runs with dif-
ferent result types and stage patterns are shown in Fig. 12-
Fig. 14. Compared with the ground truth, our algorithms have

6083



ofoosol 70 |98 [ 0 [0 [26 | 0 | o [ o | 0 |osin
SPProach g 304 | 0.0% | 0.1% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 1.9%

hole find 50 (6431|497 | 89 | 4 | 35 | 46 | 18 | 6 | 10 [89.5%
ote INding 1o gy, | 4.0% | 0.3% | 0.1% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% [10.5%|

vl mating | 110 [ 478 [5335[ 410 | 3 [ 27 | 21 | 16 | 5 | 14 [s20%
Initial mating {6 oz | 0.3% | 3.3% | 0.3% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% [17.1%

g 0 | 157 | 439 02653 166 | 231 | 74 | 6 | 40 | 37 [98.9%
AW g g% | 0.19% | 0.3% [64.29] 0.1% | 0.1% | 0.0% | 0.0% | 0.0% | 0.0% | 1.1%

doht o | 3 | 5 |134(2332) 19 | 1 | 0 | 1 | 2 [93.4%
19NtENINg f g g9 | 0.0% | 0.0% | 0.1% | 1.5% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 6.6%

Predicted Class

34 | 30 | 22 |241( 10 [24334| 11 | 0 | 0 | 5 [98.6%
NO SErew sPINNINg | o o | 0.0% | 0.0% | 0.2% | 0.0% [15.2%| 0.0% | 0.0% | 0.0% | 0.0% | 1.4%

al 3 |47 |16 | a5 | 0 | 2 [3227) 0 | 1 | 3 |96.5%
serewalen | o 0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 2.0% | 0.0% | 0.0% | 0.0% | 3.5%

— o |15 | 6 (10| 0 | o | 0o |568| 3 | 0 [94.4%
SHIPPEC €ngaging {4 go; | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.4% | 0.0% | 0.0% | 5.6%

1} 3 3 31 0 1} 1 0 307 8 [87.0%

stripped rundown |y oo | o.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.2% | 0.0% [13.0%

iooed tight o |11 |5 |a2| a | 7 |5 | o | 20|754[ss9%
Strippec BOhtening {4 go; | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.5% [11.1%

198. 0%88.8%|83. 0%|99.0%(92.6%|98. 6%|95.3%(93.4%[80. 2%(90.5%|97.5%
2.0% [11.2%(17.0%| 1.0% | 7.4% | 1.4% [ 4.7% | 6.6% [|19.8%]| 9.5% | 2.5%

S & ] S S 0 S ] S
Actual . ‘oa‘« “\\,\'-\ A0 N\‘N “‘e‘\m ot o A qaq\o 060« e o
Class ¢ “0\2 7“\‘@\ o n\) < R 5(\’ o
«

P PE (\VQ

Fig. 10. Stage classification confusion matrix for the full sensor set.

10060, 21 37 0 1 23 1} 1} 1} 1 [99.2%

approach g 306 | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% [ 0.0% | 0.0% | 0.8%

hole fndi 21 (6819|308 | 95 | 3 | 13 | 39 | 20 | 11 | 8 [92.8%
O1e TINCING | g go; | 4.39% | 0.29% | 0.1% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 7.2%

ial mat 43 |288|5865(1a5| 3 | 8 | 30 | 9 |11 | a [or6%
INHalmating | o gog | 0.2% | 3.7% | 0.1% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 8.4%

1 100 | 141 02328 58 | 403 | 370 o 78 25 [98.9%)

undown | o go | 0.1% | 0.1% [64.0%] 0.0% | 0.3% | 0.2% | 0.0% | 0.0% | 0.0% | 1.1%

dahten 2 | 4| 3 |63 (2497 12| 4 | 0 | 0 | 5 [o6.a%
19NEENING 1o o | 0.0% | 0.0% | 0.0% | 1.6% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 3.6%

Predicted Class

13 13 7 417 20 (24458 68 1 ] 7 97.8%
N0 SErew spinning | o o | 0.0% | 0.0% | 0.3% | 0.0% [15.3%| 0.0% | 0.0% | 0.0% | 0.0% | 2.2%

1} 28 37 | 294 1 37 |2868| 1 8 9 [87.4%,
0.0% | 0.0% | 0.0% | 0.2% | 0.0% | 0.0% | 1.8% [ 0.0% | 0.0% | 0.0% [12.6%

screw fallen

- ) o |18 |7 | 1|0 | o0 | 1|53 o o0 [s52%
SHripped engaging | o gy, | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% [ 0.3% | 0.0% | 0.0% | 4.8%

trioed rund o |3 |8 |se| o |0 | 8| o |230| 1 [52%
SHripped rundown | g o, | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% [ 0.1% | 0.0% [24.8%

" d tight 1] 4 4 21 1 1 7 ] 5 800 |94.9%
stripped HANtening | o o | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.5% | 5.1%

99.2%|93.4%|91.4%(98.9%(96. 6%|98.0%|84. 5%|93. 1%(67.9%(93.0%{97.8%
0.8% | 6.6% [ 8.6% | 1.1% | 3.4% [ 2.0% (15.5%| 6.9% [32.1%| 7.0% | 2.2%

Actual P “@,\05 S0 \\0“‘0 oo 00 e Q\M 50“ n(\\c\‘ﬁ
Class =% ge -\N“%\ﬁ\ o @69 8 e\\e‘\gg A

o 9 g (\QQ
Fig. 11. Stage classification confusion matrix for {M,F,T.}.

good performance in predicting the overall trends for stages.
There exist some stage misclassifications; most of them are
either insignificant or correctable.

The first type of misclassification appears at the transition
of two stages. This will not be considered as a fault pre-
diction, since a transition can be classified as either of its
neighboring stages. For example, as shown in Fig. 12, the
transition from hole finding to initial mating is classified as
the latter stage, this should also be considered as correctly
classified. Note that our algorithm generates a misclassifi-
cation, a initial mating stage at the end, because 7, almost
equals to zero in this period. This misclassification actually
belongs to the second type (see below).

The second type of misclassifications are those can be
corrected by the stage transition graph (see Fig. 3). For
example, the screw fallen stage in Fig. 13 (a) is not connected
with the initial mating stage in Fig. 3, so this misclassifi-

(a) Real-time Predictions

—_—M o
s g = (o) f=
—F § 5 5 S L%
T O = [=
z = L2 [
o £ =]
Q < ©
© Q = 015
c c ==
L £ |
(b) Groundtruth
2 2
c = (o))
S 5 = € £
© c S
o = Mo
g - g £
o = 5 )
[ 7 c < =]
| L = L L \_-
0 05 1 15 2 25

Time (s)

Fig. 12. Realtime stage prediction for a crossthread run. The misclassified
initial mating stage is highlighted by a red block.
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Fig. 13. Realtime stage prediction for a success run. The misclassified
initial mating stage is highlighted a red block.

cation can be corrected by the stage transition graph. The
corrected result will match the actual classification shown
in Fig. 13 (b). Fig. 14 (b) shows the stage prediction result
after augmenting with the stage transition graph. Compared
with Fig. 14 (b), there is only one stage misclassification —
the tightening stage that only lasts 0.1s right after rundown.
Close examination reveals that our algorithm actually works
very well because T, rapidly increases over this 0.1s window
right after the rundown phase. A reasonable classifier will
predict this 0.1s window as tightening stage. However, a
human cannot do such precise classification (this may not
be necessary) during hand labeling. Instead, a human simply
labels a stripped tightening right after rundown by consider-
ing the entire signal profile, including future signals.

VI. DISCUSSIONS AND FUTURE WORK

The stage and result classification algorithms we de-
veloped are essentially data-driven, which requires large
amounts of training data. This data-driven approach suffers
from generality issues. There are many different types of
screws and nuts used in consumer electronics industry. The
force and torque signatures will change when the part (e.g.,
buttons and PCBs) to be bolted varies in geometry or
material. Therefore, one would need to rerun the experiments
for data collection once the customers modify their product
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Fig. 14. Realtime stage prediction for a stripped run. Misclassified stages
are highlighted by red blocks.

designs. Although the retraining process can be quite fast
using our algorithms, the data collection process takes time
and resources. This process might be worthwhile for very
large volume production. However, it is always beneficial to
investigate techniques (through modeling or simulation) that
can significantly reduce the data size requirement. This can
be quite difficult since exact modeling of the interactions
and contact forces between different objects and among the
screw threads is very challenging.

There is some information which could be inferred from
the removed sensor signals. For example, the authors of [16]
essentially use the auto-correlation function of {F,F,} to
estimate the insertion length. (Note that they actually use
the auto-correlation of T;; however, there is a large offset
between the F/T z-axis and the center axis of the screwdriver
in their setup, so T is dominated by F, and F,.) However, this
insertion length can be easily measured by an encoder — an
approach adopted by industry. In our study, we find that the
oscillating amplitude of the {F;,F,} (equivalent to {T,T}}
after transformation) is strongly correlated with the position-
ing error. Therefore, one could estimate the misalignment
using these signals. However, this will significantly increase
the system cost and complexity.

In the future, a low-cost screwdriver will be designed
based on our sensor reduction analysis. An online stage and
result prediction system will be developed through faster
and improved implementation of our algorithms. Recovering
strategies corresponding to different failure types will also
be designed to improve the overall success rate.
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